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Use cases
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• OS images are needed everywhere, old to new:

• Virtual appliances

• Docker containers

• Physical appliances (like Backup devices or network routers or Alexa)

• OpenStack

• Public Cloud images

• Vagrant … and plenty more!

⇒ All need reliable, repeatable and automated creation of OS images for a wide variety of platforms



Why automation
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One word:    



Background
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• ❶ Before assembly, modification mightbe 
needed, definitively after assembly

• ❷ Here the start/boot setup happens, plus 
stripping, pre-configuring, deployment 
automation etc.

• Rarely any defaults fit the specific need, 
customization needs are HUGE

• There are many ways to make an OS image start 
or boot, a nightmare!

Stages of Image 
creation



Tools
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Many different choices – most at v0.9 level and stale. This is dry stuff and people leave…

Good options are

• Packer (HashiCorp) – cloud-centric, tight post-build mgmt-tool integr.

• KIWI (SUSE) – XML config-file, OBS integration, super-granular

• Virt-builder (RH) – all CLI, fewer platforms, good with ISOs

• Diskimage-builder (OpenStack) – more cloud focus, less automation



Examples
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Virt-builder options KIWI config file



Examples
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KIWI config file part 2



Details
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• Build times vary – 3-15 minutes for minimal image, depending on hardware (disk!) and tool

• All build tools spit out humongous log files (~100kb per build)

• When building cross-platform a million things can go wrong if you are not careful

• Good image tools leverage OS-vendor provided profiles and setup tools

• Not all tools allow reliably repeatable builds

Yes, it is dry ☺
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Questions?


